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Combining Logic and Probability

AThe main goal of the representation in SRL is to express probabilistic mod
In a compact way that reflects the relational structure of the domain, and
ideally supports efficient learning and inference.

ABLP, BLOG, PRM, MLN, Pg&ihLogRBN, RDN, . ..

ARelated to Neuresymbolic Al



What the Tutorial i1s About

Answer Set Programs Markov Logic Networkg

)

suitable for reasoning under
uncertainty

suitable for express
of knowledge

g, various aspects

LN
[Lee & Wang, 2016]

Relationship between MPNand several other
formalisms were established:

[Lee & Wang, 2016; Lee, Meng & Wang 2015;
Lee & Wang, 2015]




Answer Set Programming

| ASP (Answer Set Programming) is a declarative programming
paradigm that is based on the stable model semantics

| ASP is effective and widely used on knowledge intensive
domains and combinatorial search problems

| However, the deterministic nature of ASP limits its application
In domains involving probability and inconsistencies



Answer Set Programming

| Declarative programming paradigm combining
- arich yet simple modeling language
- with high-performance solving capacities

| ASP is useful for knowledge-intensive tasks and combinatorial search
problems

| ASP has its roots in
- logic programming
- knowledge representation
- constraint solving (in particular SAT)
- (deductive) databases

ASP = LP + KR + SAT + DB



Markov Logic

Mar kov | ogi ¢ coodabogit evish Markos/ networks

A Mar kov | ogic network consi-sts o
order formulas

| The probability of a world is proportional to the exponential of
the sum of the formulae that are true in the world

| The ideais to view logical formulas as soft constraints on the
set of possible worlds



Markov Logic vs. ASP

| Markov Logic
+ Uncertainty with knowledge base

- Based on classical first-order logic
Canot handle inductive definition, caus

| ASP

+ Rich KR constructs (choice rules, ac
+ Rule-based semantics
Can handle transitive closure, causality

- Does not handle (probabilistic) uncertainty well



| PMLN

| Alogic formalism with weighted rules under the stable model
semantics, following the log-linear models of Markov Logic

| It provides versatile methods to overcome the deterministic
nature of the stable model semantics, such as:

= Resolving inconsistencies in answer set programs
= Define ranking/probability distribution over stable models

=  Apply methods from machine learning to compute KR formalisms




| PMLN

AA simple approach to combining answer set programming (ASP) and
MarkdovLogic (MLN)

Deterministic Probabilistic

wodels | ASP 74— LPY

Classical

models SAT £ >  MILN
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Problem Solving

G2 KFG A& 0KSerddNBAR28YKE2 a2t 0S8 |

Problem Solution

Computer Output



Traditional Programming

G2 KFG A& 0KSerddNBAR28YKE2 a2t 0S8 |

Problem Solution
Programming Interpreting
Program Output

Executing



Declarative Programming

G2 K0 Aa (KSverddNRId 29YKI&E azft oS |

Problem Solution
Modeling Interpreting
Representation Output

Solving



What is Answer Set Programming

| Declarative programming paradigm suitable for knowledge
Intensive and combinatorial search problems

| Theoretical basis: stable model semantics (Gelfond and Lifschitz,
1988)

| Expressive representation language
- defaults
- negation as failure
- recursive definitions
- aggregates
- preferences
- etc.




What 1 s Answer Set Progr

| ASP solvers

- smodels (Helsinki University of Technology, 1996)
- dlv (Vienna University of Technology, 1997)

- cmodels (University of Texas at Austin, 2002)

- pbmodels (University of Kentucky, 2005)

- Clasp/clingo (University of Potsdam, 2006) 1 winning several first places at
ASP, SAT, Max-SAT, PB, CADE competitions

- Wasp (University of Cabria, 2013)
- dlv-hex for computing HEX programs
- 0Clingo for reactive answer set programming
- €
| ASP Core 2: Standard language



Declarative Problem Solving using ASP

| The basic idea is
- to present the given problem by a set of rules,
- to find answer sets for the program using an ASP solver,
- and to extract the solutions from the answer sets.

Problem Solution
Modeling Interpreting
ASP Program Output
Solving

using ASP Solver




N-Queens Puzzle

No two queens can share the same row,
column or diagonal
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N-Queens Puzzl e, cont od

No two queens can share the same row,

column, or diagonal
a b C d e f g h

% Each row has exactly one queen
1 {queen(R,1..n)} 1: - R=1..n.

% No two queens are on the same column
. - gqueen(R1,C), queen(R2,C), R1!=R2.

% No two queens are on the same diagonal
. - gqueen(R1,C1), queen(R2,C2), R1!=R2, |R1 - R2|=|C1 - C2|.




Finding One Solution for the 8-Queens Puzzle

$ clingo queensdp -cn=8
clingo version 5.2.1

Reading from gueens.lp
Solving...

Answer: 1

gueen(4,1) queen(6,2) queen(8,3) queen(2,4) queen(7,5) queen(1,6)
gueen(3,7) queen(5,8)

SATISFIABLE

Models 1+

Calls 1

Time : 0.004s (Solving: 0.00s 1st Model: 0.00s Unsat : 0.00s)

CPU Time - 0.004s



Finding All Solutions for the 8-Queens Puzzle

$ clingo queensldp -¢cn=80

clingo version 5.2.1

Reading from queens.lp

Solving...

Answer: 1

gueen(4,1) queen(6,2) queen(8,3) queen(2,4) queen(7,5) queen(1,6)
gueen(3,7) queen(5,8)

Answer: 2

[[ truncated ]]

Answer: 92

gueen(5,1) queen(l1,2) queen(8,3) queen(4,4) queen(2,5) queen(7,6)
gueen(3,7) queen(6,8)

SATISFIABLE

Models . 92

Calls 1

Time : 0.011s (Solving: 0.01s 1st Model: 0.00s Unsat : 0.00s)

CPU Time : 0.010s
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Stable Model Semantics



Syntax of Propositional Rules

| We consider rules as the restricted form of formulas in which implications occur in
a limited way.

- We write "ON "Oto denote 'O° O

| A (propositional) rule is a formula of the form "ON "Owhere "Oand "Oare implication-
free (UnUh h™ h™ are allowed in 3 and

- We often write 'ON U simply as "O

| Example: Is each of the following a propositional rule?
- AN /i
- N9 (n° 1)
SGRE R
| A propositional program is a set of propositional rules.



Representing Interpretations as Sets

| We identify an interpretation with the set of
atoms that are true in It.

- Example: interpretations of signature rjhj

g g8 Ap3s

2

N o~

- Example: for signature {fjm3}, the formula N~ 1 has
three models:




Minimal Models: Definition

| About a model ‘@f a formula "Q we say that it is
minimal if no other model of "Ois a subset of 'O

- Example: FI (O) =

models: {r]}hmiv

- The minimal models are
A {N}oe @y

| Exercise: FE 1 AAIl IET EIl TAA A £

ArO @d formula ™ r has three

AN Ah A~ 18
P8, A

TERROT COAI



Minimal Models: A Question

| Statement: If two formulas are equivalent
under propositional logic, then they have the
same minimal models.

| Question: Is the converse true, that two
formulas having the same minimal models

are equivalent?
lppa g8

YA TR ‘




Informal Reading: Rationality Principle

| Informally, program Y can be
viewed as a specification for
stable modelso sets of beliefs
that could be held by a rational

reasoner associate with Y. @



|l nf or mal Readil ng: Ratil or

| Stable models will be represented by
collections of atoms. In forming such sets
the reasoner must be guided by the P
following informal principles: r<pAq

- Satisfy the rules of J. In other words, Iif one
believes in the body of a rule, one must also
believe in its head.

-Adhere t oattihoen ailtihtey rprinci pl e, o whi ch
says, nBeli eve nothing you are not f o
believe.



Stable Models of Programs with Negation



Prolog vs. ASP

r)_f - not q
- notp ‘5 & ’11’
Prolog does not terminate on clingo returns
query p or g Answer: 1
?- p. P
ERROR: Out of local stack Answer: 2
Exception: (729,178) 6

Finite ASP programs are
guaranteed to terminate



Negation as Failure

| Q: How do we extend the definition of a stable model in the
presence of negation?

P, P, D, P,

q, q, q, -

T < P, r < pA s, 7‘(—&)/\@ r < pA s,
S 4 q s ¢ q. 5§ 4.

P, %7595 %P,g,gi &S PP S

| Add r to the model if p is included under the condition that s is
not included in the model and will not be included in the future.



Informal Reading: Rationality Principle

| Informally, programtdcan be viewed as a speci ysetasofi on
beliefs that could be held by a rational reasoner associated with U.

Stable models will be represented by collections of atoms.

In forming such sets the reasoner must be guided by the following informal
principles:

- Satisfy the rules of U. '
A If one believes in the body of a rule, one must also believe in its head.
-Adhere to the nthe rationality pri ci pl e
A iBelieve nothing you are not forced t el i eve.



Critical Part

| A critical part of a propositional rule is a subformula of its
head or body that begins with negation but is not part of
another subformula that begins with negation.

| Example: Find the critical parts of the formulas

O N P O




Stable Models of Programs with Negation

3

Thereductt of L relative to an | &is a stable model of 1 If ®is a
interpretation wis the positive minimal model of the reduct

propositional program obtained
from v by replacing each critical
part "Oof each of its rules

- byUif @O A OE GagA O
-AU U | OEAOxEOA

Example:
Nep SN
3/75\\1\ 3{2/ v
D, @ , ‘0
q % 5
’ v pPATY
T4 pA S r<—pnl
g s =5

Nstss M

N~

g{ i)

v <pAY
SR



Steps to Find Stable Models (Succinct)

Given a propositional program t
1. Guess an interpretation X
2. Find the reduct of v relative to X (i.e.,

3. Check if X is aminimal model of t (note thatt is a positive
program; has no negation)

a. If yes, conclude X is a stable model of
b. If no, conclude X is not a stable model of (



Steps to Find Stable Models (Verbose)

Given a propositional program t

1. Guess an interpretation X
NOTES:
2. Find the reduct of L relative to X (i.e., L

A Every stable model is ¢
model.
A The Ol y Qi

3. Check if X satisfies 1 (Alternatively, check if X satisfies ()
a. Ifyes, continue

_ replaced witht .
b. If no, conclude X is not a stable model of t

4. Check if no other interpretation that is smaller than X satisfies
L . l.e., for each interpretation Y that is smaller than X,

a. IfY satisfiest , conclude X is not a stable model of
b. Else continue

5. Conclude X is a stable model of



Classical Equivalence vs. Stable Models

| Equivalent propositional programs can have different
stable models.

| Example: 52

N~ nand N






